An automated tool for detection of FLAIR-hyperintense white-matter lesions in Multiple Sclerosis
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ABSTRACT

In Multiple Sclerosis (MS), detection of T2-hyperintense white matter (WM) lesions on magnetic resonance imaging (MRI) has become a crucial criterion for diagnosis and predicting prognosis in early disease. Automated lesion detection is not only desirable with regard to time and cost effectiveness but also constitutes a prerequisite to minimize user bias. Here, we developed and evaluated an algorithm for automated lesion detection requiring a three-dimensional (3D) gradient echo (GRE) T1-weighted and a FLAIR image at 3 Tesla (T). Our tool determines the three tissue classes of gray and white matter as well as cerebrospinal fluid from the T1-weighted image, and, then, the FLAIR intensity distribution of each tissue class is used to detect outliers, which are interpreted as lesion beliefs. Next, a conservative lesion belief is expanded toward a liberal lesion belief. To this end, neighboring voxels are analyzed and assigned to lesions under certain conditions. This is done iteratively until no further voxels are assigned to lesions. Herein, the likelihood of belonging to WM or GM is weighed against the likelihood of belonging to lesions. We evaluated our algorithm in 53 MS patients with different lesion volumes, in 10 patients with posterior fossa lesions, and 18 control subjects that were all scanned at the same 3T scanner (Achieva, Philips, Netherlands). We found good agreement with lesions determined by manual tracing (R² values of over 0.93 independent of FLAIR slice thickness up to 6 mm). These results require validation with data from other protocols based on a conventional FLAIR sequence and a 3D GRE T1-weighted sequence. Yet, we believe that our tool allows fast and reliable segmentation of FLAIR-hyperintense lesions, which might simplify the quantification of lesions in basic research and even clinical trials.
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dimensional (3D) gradient echo (GRE) T1-weighted sequence derived from a 3 Tesla (T) scanner. Such protocols have increasingly been used in clinical practice, since evidence suggests superiority of T3 scanners over those with lower field strength (Wattjes and Barkhof, 2009; Wattjes et al., 2006a) and superiority of FLAIR sequences over conventional T2-weighted sequences (Bakshi et al., 2001; Filippi et al., 1996; Geremia et al., 2010).

Materials and methods

Subjects

The study was performed in accord with the Helsinki Declaration of 1975 and approved by the local ethics committee. Beforehand, written informed consent was obtained from the control subjects to participate and from the patients to subject their MRI scans, acquired in routine clinical practice, to scientific studies.

We obtained MRI scans from 18 control subjects (age in years: 23–58; median, 30; 32.6±10.6), and 52 MS patients (age in years: 23–64; median, 41; 32.6±11.4; EDSS: 0–4; median, 2). Five of the 52 MS patients were also included in another group of 10 MS patients with posterior fossa lesions according to their medical records (age in years: 24–64; median, 36; 37.9±13.1; EDSS: 0–4; median, 2).

Magnetic resonance imaging

All brain images were acquired on the same 3 T scanner (Achieva, Philips, Netherlands). We used a 3D GRE T1-weighted sequence (orientation, 170 contiguous sagittal 1 mm slices; field of view, 240×240 mm; voxel size, 1.0×1.0×1.0 mm; repetition time (TR), 9 ms; echo time (TE), 4 ms), and a 3D FLAIR sequence (orientation, 144 contiguous axial 1.5 mm slices; field of view, 230×185 mm; voxel size, 1.0×1.0×1.5 mm; TR,104 ms; TE, 140 ms; TI, 2750 ms). For additional analyses (see Evaluation section), FLAIR images were also resliced to 3 and 6 mm in axial and sagittal orientations.

Lesion segmentation algorithm

For better understanding, we give a conceptual overview of the three major steps of our algorithm in this paragraph (Fig. 1). First (for details see Preprocessing with already available software section), preprocessing is performed with the standard software of SPM8 and its extension VBM8. To surpass smoothing of the individual images by warping, the algorithm operates in the space of the original T1-weighted image, i.e. in native space. Each voxel of the individual T1-weighted image is assigned to one of the three tissue classes of GM, WM, or CSF. The FLAIR image is bias-corrected for MR field inhomogeneity and coregistered to the T1-weighted image. Since a-priori probability of each voxel of belonging to WM, the tissue class containing the lesions, is utilized later, the SPM tissue probability map of WM (TPMWM) is warped into native space. Second (for details see Lesion belief maps and initialization section), FLAIR intensity distributions are calculated for each of the three tissue classes to detect FLAIR-hypointense outliers which are further weighed according to their spatial probability of being WM. This results in lesion belief maps (BWM, BWM, BCSF). Now, the three lesion belief maps are summed up (B). The binary version of the GM lesion belief map is used as a seed, the initial lesion map (Lseed). Third (for details see Lesion growing section), the lesion growth model expands the Lseed, a conservative assumption for lesions, toward the lesion belief map (B), a liberal assumption for lesions. To this end, neighboring voxels are analyzed and assigned to lesions under certain conditions. This is done iteratively until no further voxels are assigned to lesions. Herein, the likelihood of belonging to WM or CSF is weighed against the likelihood of belonging to lesions. Two model parameters had to be set (for details see Determination of the initial threshold and of the final threshold section). The algorithm was programmed in MATLAB (www.mathworks.de/products/matlab/). We provide a pseudo-code description of our algorithm in Appendix A1 and performance parameters in Appendix A2. In the following subsections, we describe our algorithm in detail. Alternatively, the reader may continue with the Evaluation section.

Preprocessing with already available software

We use SPM8 (http://www.fil.ion.ucl.ac.uk/spm/) and its VBM8 toolbox (http://dbm.neuro.uni-jena.de/vbm/). At option, VBM8 can provide images of the same modality which are bias-corrected for MR field inhomogeneity either in native space or normalized to MNI space; further, partial volume estimate (PVE) images (Tohka et al., 2004) can be generated which are either in native space or normalized to MNI space. In this protocol, images are corrected for bias-field inhomogeneity, registered using linear (12-parameter affine) and nonlinear transformations, and tissue-classified into GM, WM, and CSF within the same generative model (Ashburner and Friston, 2005). This segmentation procedure is further refined by accounting for partial volume effects (Tohka et al., 2004), by applying adaptive maximum a posteriori estimations (Rajapakse et al., 1997), and by applying hidden Markov random field (MRF) model (Rajapakse et al., 1997) as proposed recently (Lüders et al., 2009).
For tissue classification, the T1-weighted image is used to estimate a PVE image in which a number in the range between 1 and 3 is assigned to each voxel. In accordance with image intensity, the integers (1, 2, 3) stand for CSF, GM and WM, respectively. Values between those integers indicate the partial volume effect. Yet a-
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priori (i.e. spatial) information on tissue-classes is used for scalp editing so that some normalization is necessary although our algorithm only uses the PVE image in native space. For normalization, we choose the option of low-dimensional warping since visual inspection of the PVE images, normalized this way, did not yield a single case in which MS lesions disturbed normalization. Next, the FLAIR image is bias-corrected by the same routine of VBM8 and coregistered to the native T1-weighted image by the standard routine of SPM8. Since a-priori probability of each voxel belonging to WM, the tissue class containing the lesions, is utilized later, the SPM tissue probability map of WM (TPMWM) is warped into native space by use of the inverse deformation matrix derived from PVE label estimation. We will refer to this image as native TPMWM.

**Lesion belief maps and initialization**

By the use of the PVE image, we estimate the distributions of FLAIR intensity for each tissue class. Of note, we expect lesion voxels to behave as hyperintense outliers from these distributions. Let $x_i$ denote the estimated PVE label of voxel $i$, we then assign a discrete label $z_i$ to each voxel as follows:

$$
     z_i = \begin{cases} 
     \text{CSF}, & \text{if } x_i < 1.5 \\
     \text{GM}, & \text{if } 1.5 \leq x_i < 2.5 \\
     \text{WM}, & \text{if } x_i \geq 2.5. 
\end{cases}
$$

(1)

Next, FLAIR images are scaled via voxel-wise division by the mean FLAIR intensity of the GM class ($z_i = \text{GM}$). Let $y = (y_1, \ldots, y_n)$ denote the scaled FLAIR intensities. Further, we denote the means of $y$ along the three tissue classes by $\mu_k$, $k \in \{\text{CSF, GM, WM}\}$. The lesion belief value for voxel $i$ represents the amount of hyperintensity in terms of the distance from the class mean $\mu_k$ weighted by the estimated PVE label and by the a-priori (i.e. spatial) probability for WM:

$$
     b_{ki} = \left( y_i - \mu_k \right)^+ \cdot \alpha_k \cdot Pr(z_i = \text{WM})
$$

Here $\left( y_i - \mu_k \right)^+$ is $y_i - \mu_k$ if $y_i > \mu_k$ and zero otherwise and $Pr(z_i = \text{WM})$ is the probability that voxel $i$ belongs to WM according to the native TPMWM. In this way, we obtain lesion belief maps $b_k = (b_{k1}, \ldots, b_{kn})$ for each tissue class $k$. Voxel values of $b_{k\text{GM}}$ increase with (1) a high a-priori (i.e. spatial) probability for WM, (2) medium intensity at T1, and (3) hyperintensity at FLAIR. Hence, increasing $b_{k\text{GM}}$ values support the assumption that the respective voxel belongs to a WM lesion. Similar interpretations can be made for $b_{k\text{CSF}}$. Voxel values of $b_{k\text{CSF}}$ increase with a high a-priori probability for WM, hypointensity at T1, and hypointensity at FLAIR. Hence, increasing $b_{k\text{CSF}}$ values support the assumption that the respective voxel belongs to a WM lesion. Likewise, voxel values of $b_{k\text{WM}}$ increase with a high a-priori probability for WM, hyperintensity at T1, and hyperintensity at FLAIR. Hence, increasing $b_{k\text{WM}}$ values support the assumption that the respective voxel belongs to a WM lesion.

The proposed lesion growth algorithm requires initialization, i.e. seed regions from where the lesions are expanded. Since extensive preliminary experiments and analyses did not yield lesions without any part assigned to GM according to the PVE label, we choose $b_{k\text{GM}}$ for initialization of lesions after application of the threshold $\kappa$ so that we obtain the initial lesion map $L_{\text{init}} = (L_{\text{init}, 1}, \ldots, L_{\text{init}, n})$ by

$$
     L_{\text{init}, i} = 1 \iff b_{\text{GM}, i} > \kappa.
$$

We investigate the impact $\kappa$ on the final segmentation in the Evaluation section.

**Lesion growing**

Now, the lesion growth model expands the $L_{\text{init}}$, a conservative assumption for lesions, toward the lesion belief map $B$, a liberal assumption for lesions. Each voxel in the neighborhood of the initialized lesions is labeled lesion (Les) or other. This latter class consists of the three main tissue classes CSF, GM and WM. Thus, the discrete label $z_i$ for voxel $i$ can be either Les or other. We approximate the distribution of Les by a gamma distribution with shape and scale parameters $\alpha$ and $\beta$, respectively, and the distribution of other by a mixture of three Gaussians:

$$
     p_{\text{other}}(y|\theta) = \sum_k n_k \cdot \phi \left( y_k | \mu_k, \sigma_k^2 \right).
$$

(2)

In this notation, $\phi$ stands for the probability density function of the Gaussian (normal) distribution with mean $\mu_k$ and variance $\sigma_k^2$ and $n_k$ is the proportion of the $k$th class. The vector $\theta$ collects the parameters $\mu_k$ and $\sigma_k^2$ for all tissue classes. Since the classification of voxel $i$ in respect to the three tissue classes CSF, GM, and WM is known from Eq. (1), the unknown parameters in $\theta$ can be estimated using the maximum likelihood estimators:

$$
     \hat{\mu}_k = \frac{1}{n_k} \sum_{i: z_i = k} y_i \quad \hat{\sigma}_k = \frac{1}{n_k} \sum_{i: z_i = k} (y_i - \hat{\mu}_k)^2.
$$

The mixture proportions are estimated by $\hat{n}_k = n_k / n$ where $n$ is the total amount of brain voxels that belong to either CSF or GM or WM. The parameters of the gamma distribution are also estimated by maximum likelihood as it is implemented in the MATLAB function gamfit.

Next, we describe the way in which the initialized lesions are allowed to grow toward the final lesion map.

We use an iterated growth algorithm. In each iteration, voxels that share a common border with a lesion voxel are considered to be a lesion. Instead of accepting or rejecting the proposed value ($z_i = \text{Les}$) the algorithm assigns the following value to the ith voxel:

$$
     n^0_{\text{Les}} = Pr(z_i = \text{Les}) = \min \left( \frac{1}{P_{\text{Les}}(y_i|\theta^{(t-1)})}, \frac{P_{\text{other}}(y_i|\theta^{(t-1)})}{b_{ki}} \right).
$$

(2)

Here, $i$ stands for indices of voxels with at least one neighbor $j$ with $n^{(t)}_j > 0$. The value $b_{ki}$ in Eq. (2) ensures that a lesion could only grow along those voxels which have a positive lesion belief value. With other words, lesions are only allowed to grow within our liberal lesion assumption. After each iteration, the parameters in $\theta$ are re-estimated. For the estimation of $\alpha$ and $\beta$ only those voxels with $n^{(t)}_j > 0.5$ are considered. Likewise, the updating of $\theta$ is based on voxels with $n^{(t)}_j > 0.5$. For initialized lesion voxels, we set $n^{(t)}_j = 1$. The algorithm stops when no more voxels with $n^{(t)}_j > 0.1$ are observed. This results in a lesion probability map. Next, we expand our algorithm by incorporation of the information of neighboring voxels.

Assuming that a voxel, which is completely surrounded by lesion voxels, is more likely to be part of a lesion than of the other classes, we utilize a MRF. We will briefly summarize the important aspects of MRFs that have been extensively reviewed elsewhere (Winkler, 2003). In a random field, the labels $z = (z_1, \ldots, z_n)$ are viewed as a realization of a collection of random variables $Z = (Z_1, \ldots, Z_n)$ in which each random variable has the domain L or $L = (\text{Les, other})$ in this case. $Z$ is a MRF if the following two conditions are met

1. $p(z) > 0$ for all possible realizations $z$,
2. $p(z|z|_\kappa) = p(z|z|_\kappa)$
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While the first assumption is required for technical reasons, the second states that the probability of $z_i$, given all other labels, depends only on voxels that are in the neighborhood $N_i$ of $z_i$. Here, $N_i$ is the set of voxels that are in the neighborhood $N_i$, $N_i = \{z_j | i \in N_i \}$. According to the Hammersley–Clifford-Theorem (Hammersley and Clifford, 1971), a MRF is equivalent to a Gibbs Random Field. Thus, its distribution follows a Gibbs distribution and the conditional distribution of $z_i$ for a given neighborhood can be written as

$$p(z_i|z_N) = \exp\left\{-U(z_i|z_N)\right\} \sum_{z_N} \exp\left\{-U(z_N)\right\}.$$  \hspace{1cm} (3)

Here, $U(k|z_N)$ is the so-called energy function that is primarily responsible for the resulting segmentation. One simple choice for this energy function leads to the Ising model that has been extensively studied in the context of brain image segmentation by others.

We follow the choice of others (Khayati et al., 2008; Li et al., 2005; Zhang et al., 2001; Woolrich et al., 2005):

$$U(k|z_N) = \sum_{j \in N_i} I(z_j \neq z_i)$$ \hspace{1cm} (4)

in which $I(a)$ is the indicator function that is 1 if statement $a$ is true and 0 otherwise. This energy function favors the segmentation of voxel $i$ as a lesion if more voxels in $N_i$ are already marked as a lesion. Instead of discrete labels the proposed algorithm produces values $n^1_{zl}, \ldots, n^6_{zl}$ in the interval $[0,1]$. Thus, integration of energy function (4) in our algorithm would require another threshold to produce a binary lesion map. To address this problem, we modify energy function (4) by using the probabilities of the neighboring voxels instead of the discrete labels:

$$U(n^1_{zl}, n^2_{zl}) = \sum_{j \in N_i} \left(1-n^1_{zl}\right).$$ \hspace{1cm} (5)

We follow the choice of others (Khayati et al., 2008; Li et al., 2005; Zhang et al., 2001) and choose $\varphi = 1$. To include the MRF in the lesion growth model, we use Eq. (3) as additional information and expand Eq. (2) to

$$n^*_{zl} = \min \left(1, \frac{p_{les}(y_i|\alpha(t^{-1}), \beta(t^{-1})) \cdot b_i \cdot \exp\left(-\sum_{j \in N_i} (1-n^1_{zl})\right)}{p_{other}(y_i|\theta(t^{-1})) \cdot \exp\left(-\sum_{j \in N_i} n^1_{zl}\right)} \right).$$ \hspace{1cm} (6)

Determination of the initial threshold and of the final threshold

The initial threshold $\kappa$ is a cutoff that produces the initial lesion map, $L_{init}$ from the GM lesion belief map, $B_{GM}$ (see Preprocessing with already available software section). In detail, values near 0 imply many voxels (all voxels of GM with a $TP_{GM}$ value over 0 and with a FLAIR intensity value above GM average) whereas values around 1 imply a very conservative initialization. We tested the images of all patients with values of $\kappa$ ranging from 0.05 to 0.95 with an increment of 0.05 (Fig. 2A). Applying values below 0.1 led to identification cortical hyperintensities which are inherent to FLAIR images whereas lesions were missed at values above 0.8. In conclusion, the effect of different $\kappa$ values seemed to be limited in the range from 0.1 to 0.8. Yet, we analyzed the influence of $\kappa$ on the agreement with manual segmentation (see Evaluation section) as measured with the Dice coefficient (DC). As shown in Fig. 2A, there is a plateau of DC values for $\kappa$ values between 0.25 and 0.4. Eventually, we choose the value of 0.3 for $\kappa$, as it goes along with the greatest mean, the greatest minimum and the smallest bandwidth of DCs.

To enable comparison with manual segmentation (see Evaluation section), the lesion probability maps must be transformed into binary maps. To this end, we choose the threshold of 1.0. The distribution of all voxels with lesion probability greater than 0 across all subjects (Fig. 2B) strongly suggested this threshold since there was a sharp increase in frequency of voxel values in the range from >0.95 to <1.00 compared to voxel values in the range from >0.90 to <0.95; further, of the latter class, 99.65% of the voxel values were 1.00.

Evaluation

Since no gold standard for segmentation of T2-hyperintense lesions exists, we compared our algorithm with a semi-automatic manual tracing pipeline, which is based on commercially available software (Amira 5.3.3, Visage Imaging, Inc.) and which has been applied for basic research studies (Bendfeldt et al., 2010) and clinical trials (Li et al., 2006). At first, the manual segmentation was independently performed by two investigators, who were blinded to the study group. Then, a difference image of the two binary lesion maps was generated for each subject and both experts together decided which differences were assigned to lesions or not.

We performed a correlation and regression analysis to compare the volumetric agreement between automated and manual segmentation. For better estimation of intercept, slope, and R2, we included the data of our control subjects. Since 3D acquisition of FLAIR sequences has not been used commonly, we repeated estimation of R2 after reslicing of the FLAIR images to 3 and 6 mm slice thickness in sagittal and axial orientations, respectively.

To determine agreement between automatic and manual segmentation, we used standard validation techniques (Anbeek et al., 2004; Ashburner and Friston, 2005). We extracted the true positives (TP) and true negatives (TN) as well as the false positives (FP) and false negatives (FN). Then, we calculated the similarity measures of sensitivity (SE), $SE=TP/(TP+FP)$, specificity (SP), $SP=TN/(TN+FP)$, and accuracy (AC), $AC=(TN+TP)/(TN+TP+FP+FN)$. Furthermore, we calculated the Dice coefficient (DC), which equitably weights the number of false negatives and false positives without accounting for true negatives (Dice, 1945; Zijdenbos et al., 1994): $DC = 2 \cdot TP/(2 \cdot TP + FP + FN)$. All of these similarity measures have values between 0 and 1 with higher values indicating better quality.

Moreover, we analyzed a group of 10 MS patients with posterior fossa lesions and 18 control subjects.

Results

Based on T1-weighted and FLAIR images, T2-hyperintense WM lesions were segmented. Correlation analysis of lesion volumes (52 MS patients and 18 control subjects) derived from automated segmentation with those derived from manual tracing yielded excellent results with R2 values greater than 0.93 irrespective of orientation and slice thickness of the FLAIR sequence (Fig. 3, 3 mm slice thickness not shown). The slope of the regression line of 0.948 did not differ significantly from 1.0 (95% confidence interval, 0.892 to 1.004) and the intercept of $-0.154$ not from 0 (95% confidence interval, $-1.04$ to 0.732). Moreover, a high degree of agreement between manual tracing and automated segmentation was demonstrated with regard to sensitivity, specificity, accuracy, and DC (Table 2). To further evaluate differences between both methods with respect to size and location of the lesions, we determined the DC in the 52 MS patients and related them to the lesion volume indicating decreasing DCs with decreasing lesion volume (Fig. 4). However, in the patient group, 71% ($n=37$) showed an excellent DC of greater than 0.7 (see Fig. 5 for 2 examples). Of the remaining 29% ($n=15$), 10% ($n=5$) had a DC below 0.6. Of the latter, the
The lowest DC observed was 0.46 (Fig. 6, Panel A) and the highest lesion volume 13.44 ml (Fig. 6, Panel B). Analysis of posterior fossa lesions from 10 MS patients yielded that our algorithm detected 11 of 13 posterior fossa lesions and 85% of the lesion volume (overall sensitivity, 0.85; overall DC, 0.94) but no false positive lesions. In the control group, hyperintense foci volume ranged from 0.0 to 1.53 ml (0.25-Quantil, 0.029 ml; median, 0.058 ml; 0.75-quantil, 0.176 ml) and was almost exclusively limited to anterior and posterior periventricular capping, as well as septal hyperintensity as illustrated by the images of the control subject with the highest hyperintense foci volume (Fig. 6, Panel C).

**Discussion**

We developed and evaluated an algorithm for automated segmentation of T2-hyperintense lesions in MS. We will review the strategy of our algorithm, assess the results of its evaluation, and, finally, speculate on its potential opportunities.

Our algorithm (Fig. 1) requires high-resolution T1-weighted images, which have been regarded most suitable for VBM (Ashburner and Friston, 2000) and which have become broadly available not only in neuroimaging research but also in clinical practice. It also requires FLAIR images, which have increasingly been used in MRI.

**Correlation Between Automated and Manual Lesion Segmentation At Different Slice Thickness**

![Correlation Between Automated and Manual Lesion Segmentation](image)

Fig. 3. Manually traced lesion volumes are plotted over automatically segmented lesion volumes at different orientations and slice thickness of the FLAIR sequence. Data from 52 MS patients and 18 control subjects are included. The respective R2 values are given.

Table 2

<table>
<thead>
<tr>
<th>Lesion volume (ml)</th>
<th>Sensitivity (TP/(TP + FN))</th>
<th>Specificity (TN/(TN + FP))</th>
<th>Accuracy ((TN + TP)/(TN + TP + FN + FP))</th>
<th>Dice coefficient (2TP/(2TP + FP + FN))</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;5</td>
<td>(min. mean. max.)</td>
<td>(min. mean. max.)</td>
<td>(min. mean. max.)</td>
<td>(min. mean. max.)</td>
</tr>
<tr>
<td>5–10</td>
<td>0.4289 0.7332 0.9673</td>
<td>0.9997 0.9999 1.0000</td>
<td>0.9995 0.9998 1.0000</td>
<td>0.4658 0.6665 0.8025</td>
</tr>
<tr>
<td>&gt;15</td>
<td>0.3889 0.7592 0.9497</td>
<td>0.9994 0.9998 1.0000</td>
<td>0.9990 0.9995 0.9999</td>
<td>0.5243 0.7594 0.8910</td>
</tr>
<tr>
<td>Total</td>
<td>0.3689 0.8033 0.9841</td>
<td>0.9990 0.9994 0.9997</td>
<td>0.9986 0.9993 0.9997</td>
<td>0.7638 0.8498 0.9253</td>
</tr>
</tbody>
</table>

Note. FN, false negative; FP, false positive; min., minimum; max., maximum; TN, true negative; TP, true positive.

Fig. 4. Dice coefficients (DCs) of 52 patients are plotted over lesion volumes derived from manual tracing. The points indicated by numbered arrows correspond to Panels of Figs. 5 and 6.
borders are determined with equal absolute errors irrespective of lesion size. This is likely to apply for our algorithm and, possibly even more so, for manual tracing (Woo et al., 2006) as also illustrated by our outlier patients (arrows in Fig. 4, Panels A and B of Fig. 6) in whom low DC values result from both false positives and false negatives. Further, in the extreme case, in which no lesion exists and no lesion is detected, as was the case in 1 of our 18 control subjects, the DC is not even defined (division by zero), although the result is perfect.

2) Apart from the fact that higher DC values imply better agreement, no commonly accepted rules on the interpretation of the DC exist. Some authors regard DC values over 0.7 as “excellent” (Anbeek et al., 2004; Bartko, 1991) others regard DC values over 0.4 as “moderate”, over 0.6 as “substantial”, and over 0.8 as “almost perfect” (Landis and Koch, 1977) while others emphasize that “conventional interpretative guidelines” may be misleading as DC values “obtained from samples with different base rates may not be comparable” (Uebersax, 1987). In addition, we evaluated our algorithm separately with regard to lesions in the posterior fossa because two studies found FLAIR imaging to be less sensitive here (Filippi et al., 1996; Stevenson et al., 1997). Although this finding lacked significance in a later study at 3 T (Wattjes et al., 2006b), we speculated that difficulties in detecting posterior fossa lesions could come more into play when applying an automated tool which was the case to some degree as 2 of 13 lesions were missed. Yet our patients with posterior fossa lesions were selected according to their medical records which were also based on conventional T2-weighted images. Our examiners may have detected posterior fossa lesions more easily at FLAIR images knowing that lesions are likely to exist. Hence, sensitivity values for posterior fossa lesions possibly reflect lower sensitivity of FLAIR compared to conventional T2-weighted sequences to some degree. Moreover, we applied our algorithm in 18 control subjects. Here, the hyperintensities identified were almost exclusively limited to anterior and posterior periventricular capping, as well as septal hyperintensity. These results are well in accordance with a study on normal findings on FLAIR images at 3 T (Neema et al., 2009). In conclusion, our degree of agreement with manual tracing is remarkably good given that most DC values exceeded 0.7, that the DC values below 0.6 were observed almost exclusively in patients with low lesion volume, that most posterior fossa lesions were detected, and that no misclassification occurred in control subjects.

Finally, we repeated our evaluation analyses with the same images after reslicing of the FLAIR images to larger slice thickness at different orientations, since 3D FLAIR sequences have not been broadly established. This yielded highly comparable R2 values. These results

Lesion Segmentation –Examples of 2 MS Patients

Fig. 5. Exemplary lesion segmentation is displayed from two MS patients with Dice coefficients over 0.7 (Panels A and B). Two axial slices are shown for each patient (upper row, FLAIR images; middle row, lesion maps; lower row, T1-weighted images). Panel letters correspond to arrows in Fig. 4. Lesion volumes and Dice coefficients are given at the bottom.

Lesion volumes (ml):
manual 4.8 17.7
automated 4.1 14.7
Dice coefficients: 0.73 0.80

Fig. 5. Exemplary lesion segmentation is displayed from two MS patients with Dice coefficients over 0.7 (Panels A and B). Two axial slices are shown for each patient (upper row, FLAIR images; middle row, lesion maps; lower row, T1-weighted images). Panel letters correspond to arrows in Fig. 4. Lesion volumes and Dice coefficients are given at the bottom.

suggest that our algorithm may also operate well on data derived from protocols of other 3T scanners based on a 3D GRE T1-weighted and a conventional FLAIR sequence. In this way, our tool may help to eventually take advantage of modern MRI protocols for MS patients in basic research and even clinical trials. However, these potential opportunities require validation with data from other protocols based on a conventional FLAIR sequence and a 3D GRE T1-weighted sequence at 3T. Currently, we are programming an SPM toolbox of our algorithm, including the opportunity to adapt κ, which will be freely available to the scientific community.

In summary, we have developed a promising tool for automated detection of T2-hyperintense lesions in MS based on a modern 3T MRI protocol including a 3D GRE T1-weighted and a FLAIR sequence.
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Appendix A1. Pseudo-code description of the lesion growth algorithm

\[
L = L_{\text{init}}
\]

DO WHILE stopping criterion not satisfied

FOR all voxels \(i\) with \(\pi_{\text{Les}}^t = 0\) that have at least one voxel in their neighborhood \(N_i\) with \(\pi_{\text{Les}}^j > 0, j \in N_i\),

\[
\pi_{\text{Les}}^t = \min \left(1, \frac{\rho_{\text{Les}}\left(\gamma_i \alpha^{t-1}, \beta^{t-1}\right) \cdot b_i \cdot \exp\left(-\sum_{j \in N_i} \left(1-\pi_{\text{Les}}^j\right)\right)}{\rho_{\text{other}}\left(\gamma_i \theta^{t-1}\right) \cdot \exp\left(-\sum_{j \in N_i} \pi_{\text{Les}}^j\right)}\right)
\]

END FOR

UPDATE \(\theta\), \(\alpha\) and \(\beta\)

UPDATE stopping criterion

END DO

with

\(B\): lesion belief map with values \(b_i, i = 1, \ldots, n\) (Lesion belief maps and initialization section)

\(y_i\): normalized FLAIR intensity of voxel \(i\) (Lesion belief maps and initialization section)

Fig. 6. Outliers of lesion segmentation are shown. Panel letters correspond to arrows in Fig. 4. Panel A shows the patient with the lowest Dice coefficient (DC), which results from posterior periventricular lesions detected by automated segmentation but not by manual tracing. Panel B shows the patient with the highest lesion volume among those with a DC below 0.6; the lesion volume results from many lesions, of which the manually segmented lesions appear to be larger. Panel C shows the control subject with the highest hyperintense foci volume which is restricted to anterior periventricular capping and septal hyperintensity. Lesion volumes and Dice coefficients are given at the bottom.
\textbf{\textit{Priors:}} gamma probability density function for the lesion class with shape and scale parameters alpha and beta, respectively (\textit{Lesion growing section}).

\textbf{\textit{Posteriors:}} mixture of three Gaussians for the other tissue classes (CSF, GM and WM) with parameter vector $\vartheta = \{\mu_{\text{CSF}}, \mu_{\text{WM}}, \mu_{\text{GM}}, \sigma_{\text{CSF}}, \sigma_{\text{WM}}, \sigma_{\text{GM}}\}$ (\textit{Lesion growing section}).

\textbf{\textit{Likelihood:}} initialized lesion map (\textit{Lesion belief maps and initialization section}).

$L_i$: lesion probability map with values $p_{\text{initial}}^i$, $i = 1, \ldots, n$.

$N_i$: first order neighborhood of voxel $i$.

\textbf{\textit{Stopping criterion:}} maximal number of iterations or greatest new lesion probability $< 0.01$.

\textbf{Appendix A2. Performance parameters}

The algorithm performs well on a computer with a 3.2 GHz processor and 8 GB RAM. Preprocessing by SPM8 and VBM8 takes about 10 min, the lesion growth algorithm another 2–3 min depending on the number of iterations. In our analysis, the median number of iterations was 16, the maximum 50. We assume that performance is similar on computers with less memory capacity and processing power. However, we recommend the use of at least 2 GB RAM.
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